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Twenty years ago, Brian Leiter and I published an article examining the relationship between naturalized epistemology and investigations into the field and law of evidence. In brief, our argument was that the naturalized turn in philosophy inspired by Quine and others contained valuable lessons for scholars interested in the field of evidence and the various rules for trials that emerge from that field. «Naturalized epistemology» can mean different things to different people. The way we used the phrase was, first, to denote the difference between a priori conceptual/normative analysis on the one hand and on the other empirical inquiry into the actual state of some phenomena (in our case, the law of evidence and the nature of litigation), and second, to emphasize that, no matter what else, «should implies can». For conceptual/normative work, and any other kind for that matter, to have value for understanding or theorizing about the objects under inquiry, it must be responsive to what is in fact possible given the human condition. We then employed that methodological approach to demonstrate that an emerging theory of juridical proof—the relative plausibility theory—was systematically superior to the then reigning probabilistic conception.

Much has happened since then. On the theoretical side, philosophical disputations over «naturalized epistemology» continue, as has the implications of that debate for law in general and jurisprudence in particular. On the applied side, there is good reason to believe that relative plausibility has supplanted probabilism as the dominant paradigm for understanding juridical proof. This has been aided by the shoring up of the foundations of relative plausibility that began in the original Allen/Leiter article through incorporation of aspects of inference to the best explanation informed by the reality of the American trial process and the manner in which people reason in real life. Together these developments are evidence of the significance of naturalized epistemology for the field of evidence.

Perhaps in part responsive to these developments, the editors of Quaestio Facti suggested that I revisit the implications of naturalized epistemology for the field of evidence in the form of a contribution to the journal’s «Conjectures and Refutations» section, and this article is the result. Before turning to substance, a clarification is in order concerning the meaning of «naturalized epistemology», as I would express it in somewhat different terms (but not obviously with significant change of meaning). As I am using the phrase, it refers to inquiries—analytical or empirical—into how the human mind engages with its environment and the implications of that form of engagement for Western legal systems—in particular the legal systems within the United States. More particular issues include how such legal systems structure dispute

---

4 See, e.g. Pardo and Allen, 2008.
resolution, the relationship between that structure and the field of evidence with its resultant rules, and how all of this is influenced by cognitive capacities.

To be clear, the objective here is not to canvas such a sprawling field but instead provide a relatively brief but hopefully provocative essay to stimulate «refutations», and in doing so to stress two things. First, I will briefly review the successes of the naturalized approach. Second, in an admittedly solipsistic vein, I will lament some of the shortcomings of alternative approaches to theorizing about the field of evidence if the objective is to understand the actual state of the subject of the inquiry—to help us jurists in other words. This last point is critical. Different disciplines do different things, are motivated differently, and have differing objectives. For whatever reasons, a cottage industry focusing on juridical proof has arisen from various disciplines. Using what are taken as examples from the legal arena and subjecting them to scrutiny from the perspective of some other discipline may very well be valuable to that discipline, a matter beyond my competence. However, the utility of such efforts for understanding juridical proof may be another matter, and it often is for three reasons. The first is the weird hypothetical problem. Hypotheticals are posited that are supposed to reflect some aspect of the legal system or the field of evidence, but do not, and then subjected to scrutiny. Because such hypotheticals do not reflect critical aspects of any existing legal system, the scrutiny they are subject to yields little of value for understanding of or prescribing for American legal systems. Second, and relatedly, some theorizing neglects critical aspects of the actual state of affairs in the object being theorized about. Neither of these necessarily violates the «should implies can» canon, but tying analysis to either realistic hypotheticals or the actual state of affairs might be a good idea if one is trying to understand those states of affairs. The third problem more intimately focuses on «should implies can» and that is that much of the theorizing about the field of evidence from the cognate disciplines makes essentially impossible epistemological demands, and to the extent that is true the resulting analysis is of little use for the jurist.

Collectively, these three problems may be driven by a factor that is at least contingently if not necessarily highly correlated with a priori analysis, which is the tendency to attempt to reduce problems to a small set of variables—one if possible—in order to identify «the» solution or key to a problem or answer to a question. At a very fundamental level, this effort to reduce things to various sorts of algorithms misconceives the nature of the inquiry (if again one is trying to explain juridical proof). The American legal systems are not simple and static but instead complex and dynamic, and to be understood must be approached from that perspective. Legal systems, like markets and democratic governments, are complex adaptive systems, and their «parts» (for example, the field and rules of evidence or procedure, conventional trial practices and so on) are part of the construction of that complex adaptive system. To

---

5 See, e.g. Allen, 2013. For an argument about the misdirection of «analytic jurisprudence» that is sympathetic to the central argument of this paper, see Priel, 2020.
approach the field of evidence as though it were a simple and static matter usefully subjected to a priori, top-down analysis would be like asking what are the simple rules governing the Amazon River’s relationship to the rain forest, or asking what the point of either the Amazon River or the rain forest is. Answers to such questions will be uninformative at best. So too will be algorithmic answers to the nature of juridical proof.

That, at least, is the burden of this essay. It is not to give advice to other disciplines how to do their work; rather, it is to explain why what they do often cannot be used by the jurist—pure solipsism in other words, but from a perspective «to highlight the importance of continued dialogue between legal epistemology and formal epistemology» at least for the jurists. I start with an examination of the success of relative plausibility in supplanting probabilism as the best explanation of juridical proof, which includes a discussion of the quite odd debate over probabilistic/statistical evidence, an odd debate stimulated in large measure by its failure to attend to the lessons of naturalized epistemology. I then turn to some possible causes of that oddness: weird hypotheticals, neglecting the actual state of legal systems, and impossible epistemological demands.

The interrelationship of law and probability is ancient, but sustained scholarly attention was not focused on it until the seminal article by John Kaplan in 1968. Probability theory in general and decision theory as its companion seemed to provide a compelling framework for understanding much of juridical proof. Indeed, it is not too much to say that the idea swept the field that conventional probability theory applied directly to legal decision-making, and that there remained only idiosyncratic problems like naked statistical evidence. Cracks in the façade appeared when L. Jonathan Cohen identified a set of proof paradoxes latent in the probability approach. He thought he could resolve them by replacing one formalism—probability theory—with another—a formalized Baconian inductive logic. Shortly thereafter, the paradoxes were extended and another somewhat formal solution offered to solve the problem—a reconceptualization of trials rather than of probability. The problems were not solved, and deeper anomalies were discovered.

The anomalies and the failure to resolve them were driven by the variables noted above: weird hypotheticals that distract rather than facilitate inquiry, failure to attend
to the actual conditions of juridical proof, and impossible epistemological demands, all driven by the reductive tendency of a priori analysis. Take weird hypotheticals and the related problem of not attending to the actual conditions of juridical proof first. Much discussion has focused on hypotheticals that are designed to elucidate the issues surrounding statistical evidence in particular and probability theory more generally. Two in particular dominate: the Gatecrasher hypothetical of Cohen, and the Blue Bus example of just about everybody. Rather than being enlightening about juridical proof, the attention focused on these (and similar) hypotheticals may have simply impeded progress.

The Gatecrasher involves a rodeo with 1000 attendees but only 499 have paid. The rodeo operator picks one at random to sue for the entry fee, and those are the only facts before the court. Who should win? According to a version of probabilism, the rodeo operator, as the probability is greater than .5 that the randomly selected person did not pay. This, in turn, is said to violate our intuitions that purely statistical evidence is not sufficient for liability, and thus counts against a probability interpretation of juridical proof. The Blue Bus hypothetical is similar and is said to be inspired by a real case. Imagine an accident where an injured party says she was injured by a bus, that the Blue Bus Company operates 70% of the buses in the city and the Red Bus Company operates 30%, and that is the only evidence. Should the Blue Bus Company be liable? A number of legal academics as well as those from other disciplines apparently think no and that that is the result the legal systems would reach. How does that compare to a witness who is 70% reliable and testifies that a Blue Bus hit her? By comparison to the directly statistical, those same academics often shift to yes, the answer they assert that would also be given by the legal system.

14 Enoch et al. assert that «the powerful, uncompromising intuitions of pretty much all of [evidence] scholars» is that there is a critical difference between statistical and non-statistical evidence and that the law is consistent with that intuition. Enoch, et. al, 2012. For what it is worth, that is neither my intuition nor more importantly my reasoned judgment and as discussed below it also grievously misstates the «law». Perhaps reflecting a similar impatience with weird hypotheticals, Christian Piller, «criticize[s] safety without participating in the production and discussion of ingenious counterexamples». Piller, 2019: 307. Jonathan Weinberg, Shaun Nichols, and Stephen Stich provide some evidence that Gettier intuitions are culturally dependent, and from that suggest that intuitions should not be relied upon. Weinberg et al., 2001. A recent article, GARDNER 2020, argues that many of the intuitions concerning these various hypotheticals are unjustifiable in large measure due to the failure to account for differences in the scenarios. From this, she questions whether a unified explanation of various hypotheticals can be provided. This recognizes the complexity being addressed, and to that extent is consistent with my argument; she does not take into account the implications of adaptability, which makes the matter of complexity all that more complex.


16 See, e.g., Enoch et al., 2019 for a version of the Blue Bus hypothetical that concludes that if there is no other evidence, and even if «the Blue Bus Company controls 70 percent of the market in the relevant area, the law […] refuses to find the Blue Bus Company liable». This is usually equivalent to the statement that statistics are an inadequate basis for liability. Even though repeated ad nauseam in the literature, the statement is false, as the text elaborates. There is some empirical support for the proposition that people behave consistently with these intuitions. Wells, 1992.
Employing hypotheticals such as these is a popular strategy in philosophy and it can be a helpful way of abstracting away from unnecessary details of real-life cases that are orthogonal to the questions at hand. However, for these hypotheticals to be helpful (to jurists), they must be crafted without losing sight of the actual object of inquiry, namely, the legal system. Both fail to do so, and thus neither of these hypotheticals is enlightening about juridical proof. In the Gatecrasher hypothetical, the obvious problem is that in the real world there are numerous sources of evidence that would be proffered by the defendant, such as their own testimony, the ticket stub, a receipt, the testimony of someone who observed the person buy the ticket, to name just a few. Cohen assumed no such evidence could be forthcoming, but the reason given demonstrates the problem with the hypothetical: «Perhaps the defendant was prevented by death from giving evidence on his own behalf and the relentless management pursued the case against his estate».

In that case, in many states the issue would never arise because the dead man statute would prohibit interested parties from testifying to interactions or transactions with the dead person. But what if you were not in a dead man state? The death of the defendant would not preclude any of the sources of evidence noted above, and there are many more in addition. A plethora of hearsay exceptions would apply that allow testimony from third parties about the person’s intentions, and thus what the person likely did, and in any event who was the person sitting next to? Did anyone see him or her at the rodeo, and did they discuss the price of tickets? The hypothetical does not abstract away from unnecessary complications in order to distill the essence of some question facing American legal systems; it abstracts away from many aspects of the legal system that connect the hypothetical to reality.

Perhaps focusing attention on limited and attenuated aspects of the formalities of proof and evidence, rather than on the structure of actual legal systems and dispute resolution, led to the neglect that trials pursue many objectives in addition to truth, one very important one being a governance function that creates incentives for ap-

---

17 The next few paragraphs are little more than an elaboration on Kaye, 1982, who argued that it was sensible to construct incentives to produce more evidence when it is available, but also to decide cases on the basis of what he called naked statistical evidence when that is all the evidence that there is. That is exactly right, although the structure of those incentive programs can be complicated.
18 Cohen, 1981a.
20 For a famous example, see Mutual Life Insurance Co. of New York v. Hillmon, 145 U.S. 285 (1892).
21 Responding to a version of the unrealism point in the text, David Enoch and Talia Fisher write: «This is an empirical matter lying outside the scope of this Article». That captures the distance between the opposing approaches to these problems that being addressed. Enoch and Fisher, 2015: n. 17. The hypothetical also involves strange epistemological demands. Some critical facts are taken as absolutely certain, with no explanation as to how that could be so. For further on this, see n. 57, supra.
appropriate behavior 22. Allowing recovery in cases like the Gatecrasher would create incentives for liability traps—hold events, and start suing people randomly for entry fees. That is absurd, of course, but what is not absurd is for the law to discourage people like rodeo operators from creating anything analogous to liability traps by disallowing recovery when the real problem is the very conditions that the plaintiff created rather than the asserted behavior of others. In more concrete terms, it is perfectly appropriate for the law to conclude that it is the rodeo operator’s problem if he or she does not fence off the rodeo adequately, have security or a controlled entrance point, fails to install video cameras, or whatever 23.

When more general incentive considerations did enter the picture, the result was equally strange. For example, one recent work argued that a serious problem with statistical evidence of the Gatecrasher sort—and a potential basis for distinguishing it from testimonial evidence—is that it eliminates an individual’s incentive to comply with the law 24. If one knows that the mere fact of being selected will result in liability, why bother in the Gatecrasher context to buy a ticket? Just crash the rodeo and take your chances. You cannot be worse off as the worst-case scenario is you get picked randomly and end up having to pay the entry fee, whereas if you actually buy a ticket you might end up having to pay twice. The answer is parallel to the discussion above about incentives for rodeo owners: if you buy the ticket and keep the stub, get a receipt, have a witness observe you, or speak the language of the country the trial is in so that you can testify yourself, you will not suffer the inconvenience of being sued. It seems like an easy trade-off. Only if your selection is random and unknown forces of nature prohibit you from any of the escape hatches will you be liable, but the existence of such a world is fanciful 25.

The Blue Bus hypothetical may be somewhat less ridiculous than the Gatecrasher hypothetical, but it, too, contributes little of interest regarding the nature of juridical proof. It is simply an example of lawyerly ineptitude, which seems to be what caused the court in the Smith v. Rapid Transit case to do what it did. In the actual

22 Allen, 2015. Prof. Nance has extended the governance function to include incentives to produce the best evidence, which may serve the epistemological aspirations of the American legal systems. See Nance, 2016. His book is the best and most systematic examination of the implications of a general best evidence principle that animates a significant portion of the law of evidence.

23 Prof. Kaye long ago noted a possible incentive effect concerning the production of evidence. Kaye, 1979c. The difficulty, which made the debate at the time «odd», Allen, 1986: 411, is that such an incentive effect operates, or can operate, on all parties to litigation. There is no reason to limit the analysis to plaintiffs or defendants.

24 Enoch and Spectre, 2019. Also, Enoch et al., 2012.

25 There are other arguments in the literature about incentives that neglect the almost infinite array of choices a person can make to influence their likelihood of liability. See Sanchirico, 2001. Character evidence is said to be an example of an incentive killing evidence rule but in fact it just creates different incentives—like don’t go to bars where fights occur or jewelry stores where robberies happen. Or if you do go, go with a responsible companion. For a discussion of such matters, see Park & Saks, 2006. The incentive arguments are discussed further below.
case, no evidence was adduced as to the prevalence of private buses in the area, of the safety record of the company being sued, of the likelihood of a bus being in the area of the accident at the appropriate time given the bus schedules of the company, of interrogations of the bus drivers that might have been present, of any effort to search for other eyewitnesses, and so on. If the case stands for anything, it is to vindicate Craig Callen’s point that an explanation of juridical evidence should contain an escape hatch for cases that are just woefully insufficient, regardless of any other circumstances. And as David Kaye argued with respect to the Gatecrasher hypothetical, to give lawyers and parties cost/benefit justified incentives to do their jobs properly.

The problems with the debates over probability theory extend beyond weird hypotheticals disconnected to reality to the third problem—impossible epistemological demands. Probabilities have to come from somewhere and in a typical case (unlike employment discrimination or DNA cases, or stylized hypotheticals), they would come from the massive amounts of discrete pieces of qualitative evidence adduced at trial. There are numerous debilitating difficulties for probabilistic theories of juridical proof resulting from the manner in which juridical proof actually unfolds. For example, any effort to deal with a mass of evidence in a probabilistic manner immediately confronts computational intractability and without computation there is little point to probabilistic approaches (otherwise people are just making up numbers).

There is a still deeper problem here. For probability theory to be explanatory of evidentiary processing at trials, people would need to know the necessary probabilistic data to appraise evidence, such as accurate base rates and likelihoods. But to do that, they must already know the outcome of the case being tried. Evidence at trial is obviously contingent in the sense that the implications of any particular piece of evidence is a function of all the other data relevant to the case. Litigated cases are not like pari-mutuel betting in which fully specified statistical rules determine precisely the effect of each new bet. Evidence of the existence of a dead body does not mean that a murder occurred, for example, because subsequently admitted evidence may show the death to have been accidental or in self-defense. The evidence that the de-

---

26 There was evidence that indicated the accident occurred on the defendant’s bus routes at a time within the bus schedule’s route, but little else. No effort to show that, given the bus schedule, a bus should or could have been close to the scene of the accident at the asserted time it occurred, and as the court said, «While the defendant had the sole franchise for operating a bus line on Main Street, Winthrop, this did not preclude private or chartered buses from using this street; the bus in question could very well have been one operated by someone other than the defendant». Smith v. Rapid Transit, Inc., 58 N.E.2d 754 (Mass. 1945).


28 Kaye, 1979c.

29 Callen, 1997.

30 Callen, 1982.

31 For an example of the futility of making up numbers, see Hedden and Colyvan, 2019, and Allen, 2020.
The defendant was in the vicinity can be quite exculpating if there is further evidence that he always visits his sick mother at that particular time. If evidence is not contingent in this sense from a fact finder’s perspective, then the fact finder already must know that there was no accident or self-defensive act or that the defendant did commit the crime, but that is exactly the point. To implement a probabilistic theory of evidence such as Bayesian updating requires that the outcome already be known, which of course makes the trial itself superfluous ³².

The astute observer will notice, and possibly complain, that analytical points have been met with pragmatic considerations. For example, a primary concern about the Gatecrasher hypothetical is that it is ridiculous on its face and would never arise in an American legal system, and the significant point about the Blue Bus hypothetical is that it is an example of lawyerly ineptitude. Perhaps these responses really are “fighting the hypothetical”, but even if so perhaps it is justified. One should not fight the hypothetical when it may actually be a productive object of reflection, but it is a different matter when that is not true. The hypotheticals do not test intuitions about an actual legal system, though they purport to do so. Instead, the assumptions that they rely upon misconceive the object of inquiry, and thus reflecting upon them may obscure rather than enlighten about an actual legal system. Furthermore, as discussed below, when a real case analogous to the hypotheticals actually arises—such as cold hit DNA cases—the results are precisely what they should be if the point is error allocation. And again, there may be other «points» than error allocation justifying differing rules. One must actually look at a legal system to see if this is true.

By comparison to the formalistic probability approaches, what one sees when one actually looks at the American legal systems, and the scope of the project of understanding juridical proof, was recently succinctly explained:

Its scope is […] about the entire process of proof, including (1) the form, securing, and presentation of evidence, (2) the forms of argumentation employed at trial, (3) the manner in which humans process and deliberate on evidence, (4) the trial structure created by the rules of evidence and procedure, (5) the structure of litigation before and after trial, (6) the manner in which judges and juries, on the one hand, and trial and appellate judges, on the other hand, interact, and (7) to some extent about the meaning and nature of rationality. In other words, all of these features comprise the sprawling entity that we refer to as “juridical proof”, and relative plausibility is an attempt to explain that entity in all of its aspects, from beginning to end ³³. How any part of the process operates is thus relevant to the project…

³² For a discussion, see Allen, 1997. By contrast, statistical evidence plainly can be probative in the context of deciding the relative plausibility of competing explanations of events. This emphasizes why it is important to keep in mind what one is trying to explain. As noted in the text, relative plausibility is attempting to explain the proof process from beginning to end, and I am taking the propounders of the weird hypotheticals discussed herein to be engaged in an analogous effort. It’s quite a different matter if one is simply trying to explain idiosyncratic cases or evidentiary proffers.

³³ At the beginning of litigation, see, for example, the U.S. Supreme Court’s insistence that a plaintiff’s allegations in a complaint must be «plausible», and that plausibility is assessed by comparing the allegations with other possible alternative explanations. See Bell Atlantic Corp v. Twombly, 550...
Relative plausibility explains this sprawling entity and its interconnected parts better than conventional probabilism. Relative plausibility explains the behavior of lawyers in preparing for trial, judicial involvement in pre-trial hearings, and the formulation of theories of the case. It explains virtually all of the procedural context at trial from the opening statements through disjointed presentations of evidence to closing arguments to the meaning of relevance (where by contrast probabilism cannot explain the massive overlap of evidence so that it predicts that most of the evidence actually admitted at trial is irrelevant)\(^{34}\). Relative plausibility explains the behavior of trial and appellate judges. It is explained by (the relationships are bilateral)\(^{35}\) the basic requirements of rationality and the potential and limits of cognition. Most of which the conventional probability explanation fails utterly to accommodate. Indeed, to the extent that relative plausibility relies on what decision-makers do, it exploits the necessity of knowing what the alternatives are and how they are examined for truth value in the process of rational decision-making. The primary message of relative plausibility is that from beginning to end the legal system pushes the parties to provide competing explanations, and these explanations structure the decision that is subsequently made (even if the decision is based on an explanation not advanced by the parties)\(^{36}\).

Relative plausibility has received sustained attention in the literature, and need not be belabored here beyond, simply noting that its success as an explanatory theory stands in stark contrast to the consistent pattern of failure of probabilistic explanations. It also bearing noting that the development of relative plausibility was not influenced by weird hypotheticals; it embraced rather than neglected the actual state of the systems under inquiry; and it exploited rather than assumed away human cognitive capacities. I, of course, see causation operating here rather than correlation.

Other reductionist approaches to juridical proof that have followed in the wake of the demise of the probabilistic explanation exhibit similar attributes of invoking weird hypotheticals, not attending to the actual condition of legal systems, and making impossible epistemological demands. I will discuss two examples: the sensitivity


\(^{35}\) See, e.g., Ribeiro’s elegant presentation of this point: «What I am suggesting is that the testimony is relevant because it makes the hypothesis that the employee stole the necklace a better explanation, not because the evidence is explained by this hypothesis». \textit{Ribeiro}, 2019: 109.

\(^{36}\) \textit{Allen and Pardo}, 2019b: 207-208. The Supreme Court of the United States recently commented on this fundamental aspect of the American legal systems in United States v. Sineneng-Smith, *** U.S. *** (decided May 5, 2020): «In our adversarial system of adjudication, we follow the principle of party presentation. As this Court stated in \textit{Greenlaw} v. United States, 554 U.S. 237 (2008), “in both civil and criminal cases, in the first instance and on appeal […] we rely on the parties to frame the issues for decision and assign to courts the role of neutral arbiter of matters the parties present”. Id., at 243». 
and incentive proponents on the one hand and the relatively new idea of «normic» support on the other.\(^ {37} \)

The sensitivity theorists, perhaps more influenced by the realities of the legal systems, are more cautious in their conclusions than were the probability theorists\(^ {38} \), but one sees analogous problems popping up in their discussions of hypotheticals designed to elucidate the nature of juridical proof generally and specifically the difference between statistical and non-statistical. Here is a recent bus color version:

Eyewitness: A bus causes harm, an eyewitness recognizes the bus as belonging to the Blue Bus Company. The witness, however, is imperfectly reliable; let us say that she is roughly 70 percent reliable in matters such as this one. The law has no qualms about accepting the eyewitness testimony as evidence and indeed basing a positive finding that the bus was a Blue Bus bus (and perhaps also that the Blue Bus Company is liable) on the testimony\(^ {39} \).

Statistic: A bus causes harm. There is no eyewitness, but we have uncontested data regarding the distribution of buses in the relevant area; in particular, the Blue Bus Company owns roughly 70 percent of the buses there. Here, though, the law typically will not be willing to base a positive finding of fact—and certainly not liability—on just this kind of evidence, sometimes called statistical evidence\(^ {40} \).

David Enoch, Talia Fisher, and Levi Spectre take this hypothetical as a starting point for analyzing sensitivity. A verdict, \(v\), is «sensitive» if and only if, had \(v\) been false, fact finders would (most probably) not have found that \(v\)\(^ {41} \). Verdicts based on the market share statistic are insensitive because, had it not been a blue bus that caused the harm, the statistical evidence nonetheless would lead the jury to falsely find the Blue Bus Company liable for the harm, given that the market share data would remain the same in those cases. The verdict based on the eyewitness testimony, by contrast, is sensitive. Had it not been a blue bus that caused the harm, Enoch et al. assert, the witness would have «probably» testified accordingly and, thereby, the jury probably would have come to correctly find that the Blue Bus Company is not liable for the harm\(^ {42} \).

The sensitivity theorists are careful to note that their claims about sensitivity are not meant to be definitional of statistical evidence but, rather, are meant to provide a general «instrumental, incentive-based» explanation for why the law generally prefers

\(^{37}\) Also addressed in passing is Sarah Moss’ work in Probabilistic Knowledge, Moss (2018), which possesses analogous attributes. See n. 68, infra.

\(^{38}\) On probabilistic imperialism, see Edwards, 1986. See also many of the responses to Cohen, 1981b, in Behavioral Brain Sciences, 4(3).

\(^{39}\) Enoch et al., 2019: 197.

\(^{40}\) Ibid.

\(^{41}\) Their formulation of sensitivity is framed in terms of beliefs as follows: «Sensitivity: S’s belief the \(P\) is sensitive «df. Had it not been the case that \(P\), S would (most probably) not have believed that \(P\)>>. Ibid.: 204. I have taken the liberty of changing the epistemic notion of «belief» to the legal notion of «verdict» given that the legal notion is what is of central interest.

\(^{42}\) Enoch et al., 2019: 197, 206, n. 13.
non-statistical to statistical evidence. They reiterate the argument against statistical evidence that an agent’s reasons to comply with the law are “seriously compromised unless the agent knows, ex ante, that her action will affect how the law treats her; that is, unless she has very good reason to expect the law’s treatment of her to be sensitive to her behavior” and that “treating statistical evidence as the law treats individual, direct evidence would diminish the incentives supplied by substantive law in sufficiently many central cases.” Although they recognize that sensitivity alone may not be of central concern to the law, they see it to be intimately bound up with their incentive argument.

Regardless of how one gets to their destination, the general point about disincentivizing agents seems particularly peculiar for analogous reasons given above with respect to the Gatecrasher. There are two possible applications of the incentive argument, although Enoch et al. do not sort them out. One is the effect on the most immediately critical agents, the bus drivers, and the other is the effect on their employers, the bus companies. The possible effect on bus drivers is discussed first because it is so obviously wrong, followed by a somewhat more extended discussion of the effect on bus companies.

According to one application of the argument of Enoch et al., the law does not hold the Blue Bus Company liable on the basis of statistical evidence because doing otherwise would disincentivize bus drivers from causing such harm. This would require that bus drivers of both red and blue buses ponder the risks of harm to them or their companies from being held liable on the basis of statistics regarding their company’s market share. It would be quite surprising if bus drivers even knew about let alone had these statistics in mind given that there are far more important things to be mindful of in their line of work, and far more incentivizing reasons to avoid causing harm, such as losing their jobs, hurting pedestrians, or being shunned by their colleagues, just to name a few. Moreover, the bus drivers would have to think that they would be in the category where the exclusive evidence is statistical—only if they run over pedestrians where no other probative evidence is available will the statistical evidence be of importance. That seems a bit implausible.

Enoch et al. recognize the limitations of the incentive argument and mention what one might call the larger concerns of the legal system contained within the governance function of evidence law. For the law to be sensible and for the incentive argument to get any traction, the various options and the costs and benefits of all the relevant participants’ behavior have to be taken into account, which includes

---

43 Enoch et al., 2012: 200; Enoch and Spectre, 2019: 181.
44 Enoch and Spectre, 2019: 181, 183.
45 Ibid.: 182. Enoch et al. also invoke normic support for the distinction that they are drawing, which is addressed below.
46 Enoch et al., 2019: 219. On the governance function, see supra: n. 22. For the most part, this is just another aspect of socially useful incentives.
the activity of bus companies in addition to their drivers. Brushing aside the larger systemic effects, Enoch et al. conclude that the testimonial evidence is still to be preferred to the statistical «because there is no similar incentive-corrupting effect to relying on individual evidence—even individual evidence that is probabilistically indistinguishable from the relevant piece of statistical evidence» 47.

This is wrong on both counts. On the one hand, the argument that the testimonial evidence is probabilistically equivalent but somehow qualitatively different from the statistical is another problematic inference from a weird hypothetical. On the other hand, bus companies as well as rodeo operators and attendees have many options in life and the risk of this form of liability is likely to cause them to take precautionary action. I discuss these two points in turn.

The hypothetical demonstrates the subtle fashion in which impossible or outlandish epistemological demands can be smuggled into weird hypotheticals 48. Recall that according to Enoch et al., what makes the witness testimony sensitive is that «had it not been a Blue Bus, she would have probably not testified that it was» 49. Well, actually, there is by hypothesis a 30% chance that she would have, but what does that mean? The authors are implicitly asking the reader to assume that the 30% error rate is composed of a random variable over all decisions in the (undefined) reference class, and therefore, the witness would «probably not» identify a red bus as a blue bus in the incident in question (the errors being distributed over all colors of buses). The point based on this implicit distribution is that the probability of any particular kind of error in the class of all bus identifications would be small, which

48 A sin that seems ubiquitous in this literature. My frequent co-author Michael Pardo falls prey to the weird-hypotheticals-that-make-peculiar-epistemological-demands dynamic in his otherwise quite sensible tracking of the relationship and pitfalls between safety and sensitivity on the one hand and reliability on the other. Here is one example from Pardo, 2018: 66:

Drug Weight: A criminal defendant is tried for possessing a large amount of an illegal substance. According to the criminal statute at issue, the prosecution must prove that the defendant possessed 500 grams or more of the substance. A chemist who sampled and tested the substance will testify as an expert that the amount seized was over a kilogram. The expert is well qualified, employed an acceptable and reliable methodology, and otherwise satisfies the criteria for admitting expert testimony. The chemist’s process, however, tends to overestimate weight by a very small amount (say, by one gram or less).

Pardo uses this to illustrate safety through the use of possible worlds. The testimony is safe when it is nowhere close to whatever the element of the crime is, and otherwise it is not because even though the true amount is somewhat less than the statutory requirement the chemist would testify that it exceeds that amount. This seems to me entirely unnecessary. If one «knows» that the process «overestimate[s] by a» gram, then one «knows» what the true amount is. If the chemist’s mistake is within a range, then again you know the range of the true weight. This hypothetical makes sense only if you already know what you need to know, and if you do, then one simply presents it to the fact finder. If one does not «know» the error, then the argument about safety does not run through. Notwithstanding this weird hypothetical, I doubt that his views are much at odds with the general thrust of this article. See Pardo 2005.

49 Ibid.: 206.
is why they say the witness would «probably» not misidentify the bus. But note the smuggling in of knowledge. How do they know what kind of errors the witness is going to make? How do they know that this witness is making random errors (actually uniformly distributed errors) and simply not able to identify red buses under the conditions present, so that in fact most and maybe all of her error rate is the product of misidentifying red buses as blue?

This implicit smuggling in of an answer to a critical question of «knowledge» that assists the analysis is highlighted by considering the unrealism surrounding the claim that the witness is «70 percent reliable». It is all but impossible to decipher the meaning of that statement. Is the reference class the testimony of all witness under all conditions and the generalization is being applied to the witness? Does it refer to bus accidents at night? In what kind of roadway, weather conditions, and lighting due to the phases of the moon? Did someone do a study of this witness? Under what conditions and relating to what kind of incident? Just like 70% market share does not entail causing 70% of the accidents, 70% reliability does not entail that the witness in this particular case with respect to this particular harm is 70% reliable in reporting the truth about what she saw (again, whatever that might mean).

In any event, presumably Enoch et al. believe that we all live in a causal universe, and whatever causes the witness’ errors will cause them every time, just like the statistic will always point to the Blue Bus Company. Summed over all possible cases, these two scenarios are structurally identical which means that they are identical from the point of errors even if not from the point of distribution of those errors. The witness’ testimony is not more «sensitive»; rather, one simply does not know what causes her mistakes and thus one does not know how they will be distributed. One form of evidence is being preferred for no other reason than ignorance of its distributional effects. That is peculiar.

In comparing the statistical evidence of bus distributions to testimonial evidence, the bus distribution data (assuming it maps perfectly onto accident rates) is at least as good as the testimonial evidence, as the incentive argument properly understood makes clear. Just like rodeo operators can easily protect their income, bus companies can protect against statistical anomalies based on factors under their control. These are complex and adaptive systems, in other words, and not simple

---

50 Enoch et al. (2012) may agree with this, although the matter is unclear. They suggest at times that perhaps there is a qualitative pertinent difference between sensitive and unsensitive evidence, yet they also take the position that the law should not discard evidence even if statistical that contributes to reliable results. Well, how «reliable» is the statistical proffer as compared to the testimony, in their view? If what they mean is that there really is no interesting difference between the two forms of evidence, it would have been helpful, and saved a lot of time, for them to have just said that. For sustained treatment of the lack of pertinent epistemological distinctions between «statistical» and «nonstatistical» evidence, see Pundik, 2008, 2011.

51 Another demonstration (see supra: n. 21) of the distance between some forms of theorizing and the naturalist approach is the response of David Enoch and Talia Fisher to a point analogous to the one
and static. For example, bus companies facing liability because of market share can engage in enhanced safety practices to reduce accidents and thus errors overall, and they can reduce errors at trial through such means as tracking the movement of their buses or installing video cameras. That, in turn, will affect the position and thus incentives of other bus companies, the combined effect of which almost surely will increase social welfare (fewer accidents in society and errors at trial) \(^{52}\). The real distinction between the bus and witness evidence has little to do with the incentive to engage in socially useful conduct but, once again, is simply that the statistical form carries its ambiguity on its face whereas the testimonial form does not. If preferring the latter to the former has any impact on overall social welfare, it is probably to decrease it \(^{53}\).

---

\(^{52}\) I may be accused here of engaging in my own a priori reasoning, but my defense is that it attempts to take into account real features of the world that bear on the construction of legal systems.

\(^{53}\) To bolster their a priori incentive argument, they summarize Richard Posner’s ridiculous a priori assessment of the Blue Bus hypothetical from the perspective of micro-economics. Enoch and Fisher, 2015: 583, n. 83, say:

In addition to these precautionary distortions, the admissibility of statistical evidence may also impair market competition: Each of the bus companies will be incentivized to hold less than fifty-one percent of the market share so as not to suffer from the evidentiary disadvantage that a larger market share imposes. Moreover, the company holding the larger market share will absorb higher liability costs, which may lead to a decrease in its market share and to a possible exit from the market.

Here is the argument from Posner, 1999: 1510:

There is still another objection to allowing the bus case to go to the jury. If B, though responsible in fact for almost half the accidents, is never held liable and A is always held liable, A will have a big incentive to be careful and B little or no incentive to be careful. As a result, over time, more than half the accidents will be caused by B, increasing the error rate resulting from allowing juries to base decisions on the ratio of the companies’ buses on the route in question. Eventually, A, having higher liability costs, will probably withdraw from the route; the rule on burden of proof will have created a monopoly!

The absurdity of this argument because of its neglect of the adaptive nature of the real world was pointed out by Allen and Leiter, 2001: 1526:

Our doubts about the value of Posner’s form of a priori reasoning for explicating the law of evidence are well captured by this paragraph. Taking the argument on its own terms—terms which we reject, of course—the consequence Posner fears will occur only if A is remarkably stupid. In the world Posner is hypothesizing, all A need do is take at most three buses out of service. If A takes three buses out of service, the ratio of buses now favors A (it changes from 51/49 to 48/49), and B will henceforth be held liable for all accidents. Of course, another economic fear might now arise: B, also not being massively stupid, might respond by taking two of its buses out of service. Perhaps the prediction would now be that “bus reduction” would become recursive, eventually resulting in only one bus company with only one bus driven by a very careful driver, which would surely not serve the needs of the community! Therefore, the logic would go, allowing verdicts based on naked statistics is not economically sensible.
In any of the Blue Bus contexts, that «the law typically will not be willing to base
a positive finding of fact—and certainly not liability—on just this kind of evidence,
sometimes called statistical evidence» 54, may be right but for the wrong reason. The
reason that the law would not be willing to hold the Blue Bus Company liable on
the basis of this statistic has nothing to do with the claim that the statistic is insen-
sitive or incentive crushing. Rather, it is that the statistic is just another example of
lousy evidence. The fact that the Blue Bus Company owns 70% of the buses does
not entail that there is a 70% chance that the Blue Bus Company caused the harm
in question. The Blue Bus Company may own 70% of the buses but have extremely
effective safety measures in place; they may have well-seasoned drivers with impecca-
able driving records; they may not even have buses that frequently visit the location of
the harm at the time in question. Actual fact finders could easily regard this statistic
as being insufficient to ground liability because these relevant possibilities remain
unaccounted for by the statistic about ownership.

Once modified with an element of realism, the hypothetical no longer demon-
strates any difficulties with statistical or market share evidence that distinguish it
from testimonial evidence. A litigator would know that the relevant statistic would
be a risk assessment of how likely it is that a blue bus rather than a red bus caused
the harm in question, obviously enough, and construct a case on that basis. That
might include market share data but also would include data regarding the records
of each company’s drivers, statistics about the frequency with which each company’s
buses visit the location of the harm, statistics about the effectiveness of each one’s
safety measures, figures about similar harms caused by each company in the relevant
location, and so on. The «and so on» is centrally important. If sensitivity theorists
are correct, then the number of variables included in the risk assessment should not
matter because all statistics will be equally insensitive and incentive eradicating. In-
cluding more and more relevant statistical evidence ad infinitum—making this an
extremely thorough assessment—should not influence fact finders’ judgment about
the case, nor evidence theorists’ assessment of the evidence.

But does it? Suppose that, instead of the single statistic about market share, a
litigator presents an extremely thorough, multi-variable assessment of the risk posed
by the Blue Bus Company and Red Bus Company that reveals that there is a robust
70% likelihood that the Blue Bus Company and a 30% chance that the Red Bus

As was also pointed out by Allen and Leiter, 2001: 1526, n. 106, taking such a priori thinking
seriously and assuming really smart bus companies could lead to the prediction of no liability ever for
accidents. The bus companies would simply have to run the same number of buses so that the probabi-
licity of both would always be .50, which does not meet the preponderance standard, and so the plaintiff
would always lose. Such logical outcomes indicate a serious problem with the logic. As Allen and
Leiter concluded: «Neither a monopoly nor the essential elimination of the industry would result from
allowing probabilistic verdicts. If such verdicts began to accumulate inaccurately against bus companies,
they would invest in precautions, many of which are cheaply available».

54 Enoch et al., 2012: 197.
Company caused the harm on the day and at the time in question. Would a sensible legal system still regard the eyewitness evidence as more worthy than the statistical evidence? Of course not. When it comes to the actual trial setting, a complex body of evidence consisting of several pieces of relevant and interrelated statistical information that converges in a way that reveals a 70% likelihood that a blue bus caused the harm is at least as good, if not better, evidence as a body of evidence that includes only the testimony of a single witness who is known to be 70% reliable in identifying the color of the bus that caused the harm. The market share evidence presented is insensitive, while the testimonial evidence is apparently sensitive according to these theorists—but their evidentiary value is either the same or the statistical evidence is better. The relative value of statistical and testimonial evidence does not map on to considerations about sensitivity and deterrence (as the sensitivity theorists conceive it), as the hypothetical is designed to show.

The real difference between statistical evidence and testimony lies in the trial convention of assuming reliability of witnesses until credibility is attacked. This convention obviously does not apply to statistical evidence, as its reliability is immediately apparent (under certain assumptions to make the hypothetical comprehensible). Once a witness’ credibility is attacked, a «risk assessment» highly analogous to what might be done of bus companies can occur with the opposing party pointing out the «risks» in the testimony. The risk assessment of the testimony involves identifying reasons why the testimony may be unreliable. In the case at hand, this may mean pointing out that, when the harm occurred, it was dark outside or that the witness was far away from the scene—thus impairing her ability to correctly identify the color of the bus. Or, perhaps, the witness herself points out the risks in her testimony by admitting that she may be misremembering the color of the bus.

It is true that the two forms of evidence come in different frames, and it is up to the parties how to react. The parties are perfectly capable of contextualizing both kinds of evidence. With statistical evidence, it is up to the parties to demonstrate its pertinence to the case at hand while with testimony it is up to the parties to demonstrate its problems. That is the real difference between the types of evidence, and not considerations of sensitivity and incentives. In doing so, they may very well want to argue that certain evidentiary contexts may involve more sensitive conditions, and that may very well be persuasive to a fact finder. Were exegeses of sensitivity directed to advice about the presentation rather than the admissibility or categorical treatments of types of evidence, they would be useful. They are not, however, explanatory of the structure of American legal systems. Once again, weird hypotheticals have led astray.

I will give one last example of unrealistic and weird hypotheticals leading astray. In a recent essay, Martin Smith extends his analysis of «normalcy» from the episte-
mological realm\textsuperscript{55} to legal systems\textsuperscript{56}. He, like others, is trying to defend the intuition that statistical evidence is different from non-statistical evidence and doing so by a search for the key distinction \textsuperscript{57}. His key is «normic support». The central idea is that «a body of evidence \textit{E normically supports} a proposition \textit{P} just in case the circumstance in which \textit{E} is true and \textit{P} is false would be less normal, in the sense of requiring more explanation, than the circumstances in which \textit{E} and \textit{P} are both true… »\textsuperscript{58}

Smith is quite cautious in his ultimate conclusions, conceding for example that the DNA cases present a «clash with the normic standard» that «could be seen as a reason for resisting the standard and seeking an alternative solution to the legal puzzle of statistical evidence» \textsuperscript{59}. And he concludes in a catholic vein that «If we are open, from the outset, to a range of different ways of managing uncertainty, the legal puzzle of statistical evidence need not strike us as a “puzzle” at all» \textsuperscript{60}. Perhaps this means that he accepts that normic support is just one of many tools to use in thinking about evidence, which would not be controversial. All of these different efforts to find the solution or key to the problem of legal proof fail as general explanations but are enlightening perspectives on proof that could very easily play a role in a particular case and are clearly encompassed by the field of evidence. An advocate would find studying all these different approaches useful indeed.

Although the central idea of normic support may be a useful heuristic, what is not terribly useful is the way Smith goes about explicating it, and once again there

\textsuperscript{55} Smith, 2010.
\textsuperscript{56} Smith, 2017.
\textsuperscript{57} He worries about the distinction between «purely statistical evidence» and some other form, see \textit{ibid.}: 1195 n. 3 and 1213 n. 19, but that is an unnecessary distraction. It is not clear what «purely statistical evidence» could possibly be, or at least what the alternative is that he worries about, and he does not clarify the matter. He raises a question whether a cold hit DNA case is «purely statistical in nature». \textit{Ibid.}: 1213 n. 19. If it is not, then it is doubtful whether the set of «purely statistical cases» has any members, in which case the analysis of that set is rather pointless. On the other side of the coin, there will always be testimony about an evidentiary proffer that contextualizes it in some way. This is another example of the distracting quality of weird hypotheticals. They are offered as if a certain set of facts were stipulated, and thus incontestable, but that would never be the case in reality. There would have to be evidence, contestable evidence, of the operations of the rodeo for example in the gatecrasher scenario and it would have to be explained why that evidence allowed the inference to certainty that there were exactly 1,000 people in the stands of whom only 499 (or whatever) paid, an explanation that would never carry the day. This applies to DNA as well. See n. 74, \textit{infra}. This, it should be noted, is an example of the general problem of impossible epistemological demands that these hypotheticals make. Certain things are just taken as true rather than as a matter of fallible evidence and inference, yet that is a world that does not exist. In the gatecrasher hypothetical, it would require that the defendant stipulate to all the facts so that they are not then a matter of proof, but then in addition somehow being unable to testify, or offer any other form evidence, that she actually bought a ticket. This combines weird hypotheticals and impossible epistemological demands into a truly remarkable brew the only implication of which is as a testament to the creativity of the human mind.

\textsuperscript{58} \textit{Ibid.}: 1208.
\textsuperscript{59} \textit{Ibid.}: 1214.
\textsuperscript{60} \textit{Ibid.}: 1216.
are the problems of weird hypotheticals, not attending to how trials actually function, and in this case not just the demand for too much knowledge but also subtle shifts in the epistemological demands that bake in the answer he is proposing.

Here is the hypothetical he uses to get the analysis off the ground:

Suppose an electronics store is struck by looters during a riot. 100 people walk out of the store carrying televisions, while the transaction record at the cash register indicates that only one television was paid for, though no receipt was issued. Suppose Joe is apprehended carrying a television from the store, but we have no other information about him. Should Joe be prosecuted for theft? Should he be convicted? Should he be punished? If our only evidence against Joe is that he carried a television from the store and that 99 out of the 100 televisions carried from the store were stolen, while one was legitimately purchased, then, by launching into such actions against Joe, we would do him a serious wrong.61

Problems begin at the beginning. What could it possibly mean that «the cash register indicates that only one television was paid for, though no receipt was issued»? Who would buy an expensive television set and not get a receipt? What television store would allow such a transaction? And the recurring problem of impossible epistemological demands—without the presentation of fallible evidence, how does anyone know how many people walked out with a stolen television set? Did the cash register that indicated only one television was paid for also keep track of how many were stolen? How do we know it is never wrong? Perhaps all this is fighting the hypothetical, but a scenario involving a riot and looting but with a clerk calmly ringing up one customer for their television purchase while chaos ensues around them is a far cry from the scenarios the legal system ever encounters. As is the requirement of infallible knowledge of the surrounding facts.

Nevertheless, once again let’s take it at face value. It is false that the only evidence is what is presented. If one television set was purchased during the riot, someone had to be at the register unless we make the even weirder assumption that stores allow self-checkout with television sets but also don’t video the encounter (the video would substitute for identification by a witness). Perhaps now we have to add the additional assumptions that the video wasn’t working; the customer was honest enough that even though people were streaming out of the store with television sets, they decided to scan it at the self-checkout line; they were unconcerned with the chaos around them; and they did not care about a receipt, having apparently no concerns about proof of ownership in case something was wrong with the television.

Even if a series of adjustments is made to the hypothetical that make it weirder still but preserve the supposedly purely statistical nature of the case, there still remains further evidence, as there always will be in criminal cases—the accused themselves. The accused can testify to whatever they want, and thus no «serious wrong» would be done by charging them with a crime they almost surely committed and seeing how they defend. And if they did not make a satisfactory response, testify, or

61 Ibid.: 1196.
offer any other defense, a jury or judge would, as they should, convict and no appellate court would reverse it. Regardless of hallowed conventions that say that defendants do not have to defend, in fact they do. Everyone in the courtroom knows that at least one person present knows the truth, and that is the defendant. The facts of this hypothetical do more than provide a plausible story of guilt; it is an overwhelming case. The failure to testify in a hypothetical like this would confirm the truth of the prosecution’s case, no matter what instructions are given about drawing no inferences from the exercise of Fifth Amendment rights.

The problems go deeper. How would any evidence of the facts of the hypothetical except that there had been rioting, looting, and Joe was caught carrying a TV set, get before the fact finder? Someone would have to testify to the sale of the TV set, a person who could then be asked if they recognized Joe as the person who purchased it. Ok, maybe this witness would just authenticate records kept by the cash register, or self-checkout machine, or whatever. Still, Joe was arrested, which would have been preceded by an on-the-street encounter between the police and Joe that would have entailed on-the-scene questioning. A refusal to answer would be admissible, as would any obviously concocted story Joe told, all confirming guilt. If Joe asserted he had paid cash (any other form of payment would create a record whether a receipt was issued or not) the police would ask where the money had come from, and other questions seeking to confirm or deny the truth—such as how much the television cost, a question a guilty person could probably not answer. To the jurist (at least to me), it is entirely unclear what to make of these matters precisely because they are so divorced from reality (although I will say that charging the hapless Joe with a crime is about as far from a «serious wrong» as is imaginable).

Like just about everybody, Smith relies on the Blue Bus hypothetical but there is a gap in its construction that illustrates the curious epistemological demands being made that generate the underlying intuition that in his view creates the need for some explanation like the notion of normic support on offer. He hypothesizes «90% of the buses operating in the area on the day in question are Blue-Bus buses» and a witness whose probability of testifying accurately is unstated. Usually the hypothetical assumes the same level of fallibility as the proportion of buses. Not asserting an error rate changes the hypothetical from prior uses of it in a subtle way. His point is that «it could just so happen that the bus involved was not a Blue-Bus» but it could not «just so happen» that «the testimony was wrong» (which is his point in the television set hypothetical as well). There would need to be an explanation of what went wrong with the witness, and thus the witness, unlike the statistic, offers normic support for the verdict.

---

62 Ibid.: 1202.
63 Ibid.: 1196.
64 Ibid.: 1196.
By not asserting an error rate, Smith is exploiting the natural inclination and trial conventions discussed earlier, namely, that witnesses are to be believed unless a reason is given not to believe them. In a state of ignorance about the witness’s testimonial capacity, a reasonable person has no reason to think that a witness is going to make the rather grievous mistake of identifying a red bus as a blue bus. He is thus probably right that «intuitions» would reflect that there is a difference between the two forms of evidence. Until someone introduces a concern about error, the comparison is between a known rate of error and a nonexistent rate of error, and of course the two look different. That outcome is baked into the hypothetical from the beginning. This is not instructive on the difference between statistical evidence and something else but simply the obvious result of trial conventions (don’t litigate what does not need to be litigated).

Smith might object that he has not suppressed the possibility of error because part of his hypothetical involves a general recognition of witness fallibility and he goes so far as to say: «If we were forced to come up with some numerical estimate of how likely it is that the bus really was a Blue-Bus bus, given the witness testimony, it’s doubtful that we would go quite as high as 90%—that would seem overly trusting. But 90% is, of course, precisely how likely it is that the bus involved was a Blue-Bus bus, given the statistical evidence about which we were so apprehensive» 65. But fact finders are not «forced» to come up with a number; nor is someone reading the hypothetical. As the hypothetical stands, it is simply exploiting the unstated assumption of witness credibility, which stands until controverted.

Smith, to the contrary, might say that is exactly his point; one case requires an explanation that another does not, but there is a looming problem here. Once the possibility of error is introduced, the two cases become essentially identical; the possibility of error will have a statistical distribution, even if unknown, structurally identical to the statistical evidence. There could be multiple explanations for the 10% inaccuracy rate, or whatever it is, but for purposes of comparing these cases it does not matter what they are. Suppose there is evidence that a witness lacks credibility and it is asserted that the witness has been known to lie. Still the question remains whether the witness is testifying truthfully in this case, and that is the same type of question as to what color bus hit the plaintiff. Unless we live in an indeterminate world, there will be reasons why the witness is untruthful in different sets of cases. Perhaps at all times like the one in question, after a night out with friends and distracted about thinking of her aging mother, the witness’s identification is accurate in 90% of the cases. Only if one can pursue the witness’s psychology adequately to get to certainty about what happened—a reference class of one, in other words—would this not be

---

65 Ibid.: 1196. Why he thinks that this is overly trusting is a mystery. If a single unimpeached (on any ground) eyewitness testified to the color of a bus, that would not only suffice for a verdict absent evidence indicating that it was virtually impossible for that color of a bus to be in the vicinity, but if asked fact finders would probably indicate that they are close to certainty about what happened.
true, and reference classes of one at trial are rare to say the least. Thus, it «could just happen», indeed it does just happen, that the testimony is wrong 10% of the time. On the assumption that 90% of the accidents are caused by blue buses, the two are identical, which is partially explanatory as to why the «intuition» that these two cases are different does not describe American legal systems (see below).

Curiously, Smith seems to admit as much 66, but now there is an even larger looming problem. It is a rare case in which the possibility of error is not introduced. If there were no questions of credibility and no conflicting evidence, there would be no trial. Thus, the standard, virtually universal, condition at trial is that witness testimony does not provide normic support in his terms—in his view it would be identical to statistical evidence in the relevant ways. What Smith is proposing as a general distinction between types of evidence would seem to apply to virtually no evidence at trial67. It begins to sound like a broken record, but the real distinction is not between evidence providing or not providing normic support but instead between evidence that carries its ambiguities on its face and that which does not. It is not that witness testimony provides «normic support»; rather, it is that we pretend that it does until someone wants to argue about it, and in virtually all cases the parties do want to argue about it. That is why they are expending their resources on a trial.

In fact, the similarities between the two types of evidence press even deeper and run in both directions. The hypothetical is designed to have the reader compare an immutable and inscrutable statistic—90% Blue Buses in the area—to a malleable and quite scrutable assertion about witness credibility. But just like the witness credibility evidence might call for further explanation, so too does the statistic—as laid out in detail above. Just like one might probe further into whether or why the witness made a mistake, one could probe further into the variables that predict bus accidents. Neither bus accidents nor witness errors in fact «just happen» in a causal world; there are reasons for both that sometimes can be explored further and sometimes cannot. If a particular witness, or witnesses generally, or . . . (note the frustrating ambiguity in specifying the reference class) give accurate testimony 90% of the time, it is no more abnormal for a witness to be mistaken than it is for a Red Bus to cause one of its 10% share of accidents (if that is what the hypothetical is supposed to be) 68. What deprives

67 For an analogous argument to that in the text, see Di Bello, 2019. For a critique of Smith’s arguments that is at least sympathetic to some of the arguments here, see Michael Blome-Tillmann (2020).
68 Another recent effort to explain juridical proof among other topics is Sara Moss’s Probabilistic Knowledge. Her weird hypothetical, another twist on gatecrashers, is:

For instance, suppose you are the factfinder in Gatecrasher. The plaintiff proves that an arbitrary person at the rodeo is more likely than not to have climbed over the fence. Meanwhile, the defendant claims that he is an exception to this statistical generalization. He denies that it is more likely than not that he climbed over the fence, insisting that he did not climb over the fence at all. The statistical evidence of the case may justify your having. 501 credence that the defendant is liable. But on the basis of this statistical evidence, your credence does not constitute knowledge. You do not know that the defendant is exactly as likely to have climbed over the fence as
an arbitrary person at the rodeo, because you cannot rule out a certain possibility that is inconsistent with this content—namely, that the defendant is an exception to the statistical generalization presented by the plaintiff. As a result, you do not know that it is more likely than not that the defendant is liable for trespass. According to my account of legal proof, it follows that the plaintiff has failed to prove that the defendant is liable by a preponderance of the evidence. Moss, 2018: 210-211.

Weirdness number one lies in the suggestion that an innovative theory is needed to explain this hypothetical. The defendant has first-hand knowledge and testifies that he bought a ticket (presumably that is what «claims» means). Unless quite seriously impeached (of which there is no evidence in the hypothetical), no one would find the defendant liable on these facts. There is nothing to explain.

Weirdness number two is that this argument implies that any time a defendant testifies to a defense, one cannot have whatever Moss thinks is necessary for a verdict. This does not just apply to cases involving statistical proffers of liability. As laid out in the text, a competent empirical study of blue bus accident causing likelihoods can be just as good or better justification for a verdict than an error prone eyewitness. If the equivalent or stronger evidentiary basis is defeated by a single defensive claim, so too in a rational world should be the weaker. In the nonstatistical case, perhaps evidence undermining the claim could be presented, but then it would have to be explained why equivalent evidence is not available in the statistical case. Once in a while that may be true, but categorically it is plainly false. Impeaching evidence is not limited to witnesses providing substantive evidence.

Weirdness number three lies in the implicit assumption that «knowledge», whether probabilistic or not, is the goal of a trial. It is not, at least not in any sophisticated philosophical sense. Instead, the goal is a common sense, naïve realist, folk psychological best effort to discern what happened under conditions of uncertainty. In an effort to contradict the previous sentence, I searched the pattern jury instructions of all 50 American states for references to knowledge as a criterion for a verdict. No state civil or criminal pattern jury instruction available online asks a jury to come to «knowledge». Instead, they call for the party with the burden to persuade the jury to the appropriate standard. See e.g. RAJI (CIVIL) 6th Standard 2 («On any claim, the party who has the burden of proof must persuade you, by the evidence, that the claim is more probably true than not true.»). Alternatively, they call for the jury to weigh the evidence and decide which proposition is more likely true than the other. See e.g. IDJI 1.20.1 («When I[…]use the expression “if you find” or “if you decide”, I mean you must be persuaded that the proposition is more probably true than not true»). Jury instructions in criminal cases follow the same common sense approach. See e.g. 1 IN Pattern Jury Instructions Criminal Instruction No. 1.15 (2020) («The burden is upon the State to prove beyond a reasonable doubt that the Defendant is guilty of the crime(s) charged. It is a strict and heavy burden. The evidence must overcome any reasonable doubt concerning the Defendant's guilt. But it does not mean that a Defendant's guilt must be proved beyond all possible doubt.»). The only reference to knowledge found reminds jurors that «There are very few things in this world that we know with absolute certainty, and in criminal cases the law does not require proof that overcomes every possible doubt». Utah Pattern Jury Instruction.

Moss reiterates her knowledge argument in Moss, S. (2021), where she defends her knowledge account from what many if not all legal observers think is ineluctable uncertainty (including, I would say, uncertainty of the probability of possessing knowledge) by claiming that in criminal cases so long as jurors put aside «unreasonable doubts» then they can have «knowledge» that a defendant is guilty as charged. She operationalizes her account with, of course, another weird hypothetical involving a «wacky juror» who is under the influence of apparently equally wacky conspiracy theories, and other «far-fetched possibilities that jurors ought to set aside, such as possibilities involving evil mind-controlling demons». This is decidedly unhelpful. Surely there is universal agreement, quite independent of any particular epistemological commitments, that it is not a good idea to have wacky people and those who believe in evil mind-controlling demons serve as jurors or judges More importantly, no mechanism to sort out wacky from not-wacky people is provided, neither is either the extension nor intension of the set with mind controlling demons as a member identified. How this argument advances any particular epistemological approach thus is opaque; rather, it seems to be an ad hoc move designed to insulate
the bus statistics of normic support deprives all evidence of it as well once one looks beneath the surface. It thus is not much of an explanation of the distinction between statistical and non-statistical evidence, nor more generally of juridical proof.

Put weird hypotheticals aside. What if it were true that the only evidence reasonably available, and it was reliable (a key point), is that there is a slightly better than .5 probability that the defendant is liable? The answer in the United States is that it has long been true that if there are no other sources of information, the statistical evidence meets certain conditions of reliability, and deciding the case one way or the other would not create cost/benefit justified incentives for socially useful behavior that outweigh the value of more accurate verdicts, verdict would likely, even if not always, be given for the plaintiff. As has been pointed out for some time, the Smith case is not in fact a case about statistical evidence but instead about lousy evidence. Pace this «intuition» that courts are skittish about statistical evidence, based in part on a 75 year old case, in general the courts are receptive to statistical evidence and allow verdicts on that basis. In 2000, the Federal Judicial Center published a manual on the use of statistical evidence. The authors sum up the judicial experience with statistical evidence by saying that «Statistical reasoning can be crucial to the interpretation of psychological tests, toxicological and epidemiological studies, disparate treatment of employees, and DNA fingerprinting», and «this list could easily be extended». For example:

—Employment discrimination cases are often heavily if not exclusively statistical, as are antitrust cases.

an epistemological argument from its inherent impossible epistemological demands. Her argument is also inconsistent with the legal system she is trying to explicate. She appears to be arguing that the standard for a criminal conviction requires that the fact finder reach knowledge by putting aside unreasonable doubts and finding that all other possibilities of innocence have been ruled out. This is precisely what the standard was in the United States for convictions based on circumstantial evidence, but not otherwise: «where the Government's evidence is circumstantial it must be such as to exclude every reasonable hypothesis other than that of guilt». The Supreme Court of the United States rejected that standard as too stringent half a century ago in Holland v. U.S., 348 U.S. 121 (1954), and virtually every state has now followed suit. The most recent court of last resort to deal with this issue is the Florida Supreme Court in Bush v. State, No. SC18-227, decided May 14, 2020. For a better explanation of reasonable doubt, see Allen and Pardo, 2019a. Recently a number of efforts focusing on knowledge in addition to Moss have attempted to identify what justifies the «intuition» that something is wrong with naked statistical evidence as exemplified by weird hypotheticals, yet there is no agreement on what that justification is. See, e.g., Blome-Tillmann, M., 2017; Littlejohn, C., 2017; Levanon, L., 2019.

69 See, e.g., Kramer v. Weedhopper of Utah, Inc., 490 N.E. 2d 104 (Ill. Ap. Ct. 1986). It would not be a surprise if some courts would want more than a > .5 burden to be met, but others would not. As I say, it is a large, sprawling system.


71 See, e.g., Lempert, 1986.


73 E.E.O.C. v. O & G Spring & Wire Forms Specialty Co., 38 F.3d 872, 876 (7th Cir. 1994) («Reliance on statistical evidence by no means diminishes the plaintiff’s obligation to prove discriminatory
—In criminal cases, there are cold hit DNA convictions.\(^{74}\)

—In Daubert v. Merrill Dow Pharmaceutical, Inc.\(^{75}\), the Supreme Court included control studies with known error rates (statistical evidence) as part of the foundation for expert testimony, and in the follow-up to the Supreme Court case, the 9th Circuit held that liability could be based on a relative risk of 2/1—a direct statistical measure of liability.\(^{76}\)

—Class actions often depend on statistical evidence.\(^{77}\)

—Commercial protection cases.\(^{78}\)

—Intellectual property cases.\(^{79}\)

—Real estate cases involving property valuations.\(^{80}\)

—Tax cases.\(^{81}\)

intent—but in some cases, statistical disparities alone may prove intent.\(^{9}\) In re Sulfuric Acid Antitrust Litig., 446 F. Supp. 2d 910, 922 (N.D. Ill. 2006) (Rejecting defendant’s motion to reconsider allowing plaintiff’s expert testimony based on statistical sulfuric acid price data in an antitrust class action).

\(^{74}\) For a discussion see Roth, 2010. Enoch and Fisher attempt to explain away DNA evidence and cold hit cases on the basis of the enormously high probabilities that can be reached. Standing alone, those are the wrong probabilities. They need to be qualified by among other things the possibility of an innocent explanation of a suspect’s DNA being found on the scene, police planting evidence, lab error, and the risk of adulteration of the sample. Enoch and Fisher, 2015.


\(^{76}\) Daubert v. Merrell Dow Pharm., Inc., 43 F.3d 1311, 1320–21 (9th Cir. 1995) (Daubert II) (Because the background rate of limb reduction defects is one per thousand births, plaintiffs must show that among children of mothers who took Bendectin the incidence of such defects was more than two per thousand). In Cooper v. Takeda Pharm. Am., Inc., 239 Cal. App. 4th 555, 593–94, 191 Cal. Rptr. 3d 67, 98 (2015), the Court made clear the statistical implications of the Daubert II holding:

When the relative risk is 2.0, the alleged cause is responsible for an equal number of cases of the disease as all other background causes present in the control group. Thus, a relative risk of 2.0 implies a 50% probability that the agent at issue was responsible for a particular individual’s disease. This means that a relative risk that is greater than 2.0 permits the conclusion that the agent was more likely than not responsible for a particular individual’s disease. [Reference Manual on Scientific Evidence (Federal Judicial Center 2d ed. 2000) (Ref. Manual), Ref. Manual at 384, n. 140 (citing Daubert II ).]

\(^{77}\) See, e.g., Kurtz v. Kimberly-Clark Corp., 414 F. Supp. 3d 317 (E.D.N.Y. 2019) (Allowed hedonic regression analysis to show market wide price premium with respect to allegations of false labeling of products.)

\(^{78}\) United States v. Dish Network LLC, 75 F. Supp. 3d 916, 939 (C.D. Ill. 2014) (Allowing statistical analysis of random sampling of call records to prove claim that satellite television provider violated the TCPA.)

\(^{79}\) Sony Corp. of Am. v. Universal City Studios, Inc., 464 U.S. 417, 423–24 (1984) (Relying on statistical evidence to hold that the Betamax is capable of non-infringing uses and thus acceptable for in-home use.)


—Market share liability.\footnote{Sindell v. Abbott Laboratories, 26 Cal. 3d 588 (1980).}

—Lost chance litigation.\footnote{See Fischer, 2001.}

The list above is disparate in various ways, but each example involves deciding a necessary element in a case to the extent possible based on statistics.\footnote{The objection might be made that in many of these cases there is other evidence in addition to the statistical evidence, and thus that I may misunderstand the argument that focuses on naked statistical evidence. To the contrary, this highlights the unreality of the discussion. There is no trial involving only «statistical evidence». See n. 57, infra. Someone has to present the evidence, authenticate whatever sources are being relied upon, face cross-examination and rebuttal, and so on. If there is a problem here it lies in statistical evidence being the necessary basis of decision. American legal systems have no difficulty with that phenomenon.}

What some see as difficulties with American legal systems or puzzles that need resolution that they are trying to highlight with weird hypotheticals and solve with formal theories and algorithms do not seem very disturbing viewed through a naturalistic eye. One sees those systems from beginning to end channeling the parties in both civil and criminal cases to offer competing explanations for what happened, how it happened, and once in a while why it happened. The parties provide the evidence that triggers deliberation and suffer the consequences if the evidence is inadequate in the view of the fact finders. The fact finder is left to ponder over those competing explanations by reference to their own knowledge and experience, and perhaps to construct its own explanation of the underlying event. Fact finders employ their natural reasoning processes (including where appropriate probability), and a conclusion is reached as to the verdict.\footnote{See Allen and Pardo, 2019a. Given the actual state of American trials, it could not be otherwise. Evidence comes in serially, fact finders are instructed not to form conclusions or deliberate on the evidence until all the evidence has been heard, and the number of discrete pieces of evidence would overwhelm any computational capacity humans possess. See Allen, 1997. These points are true regardless of whether one is talking about objective or subjective Bayesianism. Franklin, 2011. Moreover, there are no virtually no «objective» data points in a typical trial, and no one cares about the truly «subjective» beliefs of fact finders—their job is to determine the facts in a disinterested fashion. These debilitating problems with standard probability theory are some of the reasons behind the paradigm shift that is occurring from the conceptualization of juridical proof as probabilistic to explanatory.}

This is all facilitated by liberal rules of admissibility that make virtually any plausibly relevant evidence admissible; the absence of formal rules of sufficiency, which is left to the final judgment of the fact finder almost always; and little concern over what might be labeled «statistical» evidence. There are no algorithms operating here, nor any impossible computational demands made.\footnote{Including that trials are a search for knowledge, if I may refer to that as an algorithm; rather, there is an effort to construct a reliable decision making process subject to policy constraints. See supra.: n. 68. The two primary uses of «knowledge» (other than as elements of offenses and causes of action) are FRE 602’s reference to «personal knowledge» and FRE 702’s reference to expert knowledge. These references have quite a complicated relationship to «knowledge», as they authorize witnesses to testify in}
and fluid rather than shoehorned into «probability», «evidential probability», «probabilistic knowledge», «belief states», «belief functions», «fuzzy logic», or whatever the theory of the day is. If there is shoe horning, it occurs as a result of party choice, not ontological necessity, and even then the fact finder is free to disregard the party’s efforts and to conclude that some other explanation is the most plausible on offer.

The empirical description may be apt, but its moral foundation lacking, and intuition mining of weird hypotheticals that ignore the actual operation of legal systems and make impossible epistemological demands may so demonstrate. Perhaps, but there is one more reason for doubt, which ends this article on the same solipsistic note that it began. This literature has an annoyingly imperialistic capacity to refer not just to the various authors’ intuitions, but «our» and «ordinary»

87 intuitions. Many of these do not coincide with mine

88, and it is interesting where the ones that do not are located. They are usually found in a priori analysis that involves searching for the single key or algorithm that resolves problems rather than engaging in empirical work.

89 Testing intuitions against a naturalistic view of the process informed by an empiricist’s slant, there is no conflict at all.

90 American legal systems are not designed to facilitate intuition mining, guarantee that no wrongful decision favoring either party will be made, nor involve a search for «knowledge» in any but the most casual the same trial to inconsistent propositions, both of which cannot be true, and therefore both of which cannot be knowledge under any conception of knowledge that requires truth.

87 See, e.g., Moss, 2018: 217.

88 For example, Moss seems to embrace the «intuition» that «one should avoid convicting innocent people at any cost». Moss, 2018: 215. If she does, I demur. Indeed, that «intuition» is a perfect example of the distance between formal reasoning and empirically informed inquiries. And common sense for that matter. There are on average over a million felony convictions each year in the United States, Bureau of Justice Statistics at https://www.bjs.gov/index.cfm?ty=tp&tid=233, and probably over 10 million misdemeanors convictions. See NATAPOFF, 2018; NATAPOFF, 2020: 159-162. Having studied the criminal justice process and the field of evidence for over forty years, my conclusion, for what it is worth, is that the only way to stop the convictions of innocents is to stop convictions of everybody, which would lead to social disaster. Such an intuition is an example of the failure to account for the deadly dilemmas of governing.

90 That, of course, may appear to some as circular. I would draw a difference inference—that many of the a priori theorists might do well to spend more time focusing on whether their and what they think are «ordinary» untutored intuitions are justified rather than on how to justify them. Obviously, much of this article is compatible with much of social epistemology, as the original ALLEN and LEITER, 2001, article noted. On social epistemology, see FULLER, 2002, and GOLDMAN, 1999.
American legal systems give parties a civilized forum to get a definitive resolution of their dispute that could emerge from any corner of the sprawling human domain by a hopefully disinterested and unbiased fact finder that operates by reference to minimal, not maximal, standards of rationality, precisely because a priori one has no idea what a dispute may entail. It is up to the parties to construct the framework for the disputation, which is done of necessity idiosyncratically. Holding trials to the standards of most formal theories of evidence, proof, or knowledge would make them unworkable, and the costs of that outcome would greatly exceed its benefits, generating the very harms the «normative» analysis is attempting to minimize.

A search for «the» singular key to whatever problem is under investigation probably explains the use of reductive hypotheticals like the ones discussed. The reductionist efforts miss that American legal systems are complex adaptive processes, which is also why individual data points or the intuitions of particular individuals do not count for much. In a closed deductive and static system, inconsistencies are a problem. In complex dynamic ones, they are the order of the day. The fascination with Smith v. Rapid Transit is a good example. That is a single, old case, subject to various interpretations. Even if when decided it stood for the proposition that «statistical» evidence is insufficient for a verdict, so what? Other cases plainly say the opposite. In the Amazon rain forests, species come and go, just like in the American legal systems. There are not uniform intuitions that are the uncontestable starting points for analysis. There is complexity everywhere. Even cases that may seem alike when presented in the context of weird hypotheticals may, in a real-world context, have quite different implications. The only way to know is to go look.  

In any event, the academics’ intuitions concerning juridical proof are certainly not borne out by the real world. In fact, the resilience of this «intuition» is especially surprising given the plentiful and directly contradicting evidence that statistical ev-

---

91 See n. 68, supra. Others have suggested this as well. Enoch et al., 2019: 35.

Here is David Lewis, taking for granted the point we argue for in the text here (and elsewhere):

What if some far-fetched possibility is called to our attention not by a sceptical philosopher, but by counsel for the defence? We of the jury may wish to ignore it, and wish it had not been mentioned. If we ignored it now, we would bend the rules of cooperative conversation; but we may have good reason to do exactly that. (After all, what matters most to us as jurors is not whether we can truly be said to know; what really matters is what we should believe to what degree, and whether or not we should vote to convict). Lewis, 1996: 560.

92 For an early example in the legal literature of discontent with intuition mining as the primary epistemological method, see Allen, R.J. and B. Leiter, 2001. See also Allen and Leiter (2003): 892: «The naturalistic turn in epistemology came about in no small measure because of the failure of formal theories (elaborated intuitions) to achieve the goal of justifying assertions of knowledge. Justification, in other words, seemed not to be a matter of just consulting one’s intuitions, and the effort to justify assertions of knowledge in that manner came to be perceived as the problem rather than the solution. In order to gain knowledge, one needs not just to think but to investigate».

93 With apologies to Mark Twain, that the death of statistical evidence has been greatly exaggerated has been known for over 35 years, yet the myth seems to persist in some circles. See, e.g., Allen, 1986: 429, n. 67.
evidence, naked or otherwise, faces any serious problems in American jurisprudence. Of course, it is also possible that those who express this intuition are indifferent to what the real juridical world is and the game being played serves the purposes of other disciplines, in which case this article can undergo a timely and well deserved demise—its most basic point is that this form of intuition mining is not explanatory of juridical proof whatever other value it may have, and that what is required is a naturalistic approach to the problem. Or it could be that the description of the American legal systems is itself either ill-informed or, even if accurate, woefully misguided. I would be delighted if this analysis played a role in generating knowledge by stimulating a response justifying either conclusion. The job is not likely to be done with weird hypotheticals and their handmaidens.

How does any of this apply to the European or Spanish world systems? I hesitate to venture far into unknown terrain, but I will observe the discordance between the general European and Spanish scholars’ heavy emphasis on pursuing «truth» in civil dispute resolution and the inefficiencies of many of those systems which, in the pursuit of truth, avoid making mistakes by making it difficult to decide cases—indeed in some cases essentially impossible. But not deciding cases is to decide them, as the status quo favors one party or the other; thus, interminable delay in civil cases perpetuates the very same mistakes that the pursuit of truth is supposed to suppress.


Given that the intuition is inconsistent with reality, it is also not surprising that the American legal system is pretty much oblivious to the complicated efforts to justify the intuition. The only case that I know of that cites to the various efforts to domestic the statistical evidence «problem» is an Israeli case authored by Alex Stein, a former American academic fluent in these debates who was recently appointed to the Israeli Supreme Court. See *The State of Israel v. Aviv Bezalel*, The Supreme Court of Israel sitting as the Final Court of Criminal Appeals, Criminal Appeal 2921/18 and Criminal Appeal 2961/18. For example, I could find no American opinion in Westlaw’s case database that relied on or discussed epistemic safety, epistemic sensitivity, or evidential probability. Search terms included, among others: «evidential probability», «epistemic probability», “epistemic” & “sensitivity”, “epistemological safety”, “epistemological /10 safety”, “epistemological” & “safety”, “epistemological sensitivity”, “epistemological /10 sensitivity”, “epistemological” & “sensitivity”, and “epistem! & (safety /30 sensitivity)”. The entire set of search strings is available from the author. See Allen, 2015.
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